
Special Section: Fault Displacement and Near-Source Ground Motion Models

Improved Scaling Relationships for Seismic
Moment and Average Slip of Strike-Slip
Earthquakes Incorporating Fault-Slip Rate,

Fault Width, and Stress Drop
John G. Anderson*1 , Glenn P. Biasi2 , Stephen Angster3 , and Steven G. Wesnousky1

ABSTRACT
We develop a self-consistent scaling model relating magnitude Mw to surface rupture
length (LE), surface displacement DE, and rupture width WE, for strike-slip faults.
Knowledge of the long-term fault-slip rate SF improves magnitude estimates. Data are
collected for 55 ground-rupturing strike-slip earthquakes that have geological estimates
of LE, DE , and SF , and geophysical estimates of WE . We begin with the model of Anderson
et al. (2017), which uses a closed form equation for the seismic moment of a surface-rup-
turing strike-slip fault of arbitrary aspect ratio and given stress drop, ΔτC . Using WE

estimates does not improve Mw estimates. However, measurements of DE plus the rela-
tionship between ΔτC and surface slip provide an alternate approach to studyWE . A grid of
plausible stress drop and width pairs were used to predict displacement and earthquake
magnitude. A likelihood function was computed fromwithin the uncertainty ranges of the
corresponding observedMw andDE values. After maximizing likelihoods over earthquakes
in length bins, we found the most likely values of WE for constant stress drop;
these depend on the rupture length. The best-fitting model has the surprising form
WE ∝ log LE—a gentle increase in width with rupture length. Residuals from this model
are convincingly correlated to the fault-slip rate and also show a weak correlation with
the crustal thickness. The resulting model thus supports a constant stress drop for ruptures
of all lengths, consistent with teleseismic observation. The approach can be extended to
test other observable factors that might improve the predictability of magnitude from a
mapped fault for seismic hazard analyses.

KEY POINTS
• We estimate earthquake magnitude from fault length

and slip rate, and the assumption of constant stress drop.
• For internally consistent length, width, slip, and constant

stress drop, width increases as log length.

• Internally consistent relationships support improved rup-
ture forecasts and synthetic seismogram generation.

Supplemental Material

INTRODUCTION
Fault scaling relations to estimate magnitude (Mw) based on
geological and geophysical observations are an essential com-
ponent for seismic hazard analysis. The seismic hazard analysis
combines the magnitude and fault geometry with the distance
to the site to estimate the ground motion at the site, often using
a ground-motion prediction equation but sometimes using

some other type of ground-motion model such as synthetic
seismograms. A complete seismicity model for a study site
includes the magnitude and rates of all earthquakes that are
relevant to the hazard at the site. Geological observations
can provide the fault location, length of the observed surface
trace and a sense of motion, the slip rate on the fault, and also
sometimes an estimate of the local surface slip in one or more
recent earthquakes. Geophysical data may give some insight on
the depth of brittle faulting. These data can be used to estimate
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rupture lengths and locations of possible earthquakes on the
fault. Examples of studies that use scaling relationships that
translate length and other parameters into estimates of the
magnitudes of possible earthquakes include Stirling et al.
(2002), Field et al. (2014), Petersen et al. (2014), and Haller
et al. (2015).

The history of scaling relations for magnitude from fault
parameters goes back to Tocher (1958) and Iida (1959).
Kanamori and Anderson (1975), provided a theoretical basis
for why the magnitude should be proportional to the log of
the rupture length or rupture area. The ideas in that paper,
preceding the definition of the moment magnitude scale
(Kanamori, 1977), extend easily to the moment magnitude
(e.g., Leonard, 2010). Readers are referred to studies by
Leonard (2010) and Hanks and Bakun (2014) for details.

Anderson et al. (1996), superseded by Anderson et al. (2017;
hereafter, ABW17), develop models relating rupture length to
magnitude and extended the model to consider the effect
of fault-slip rate on fault scaling. Stirling and Anderson
(2018) carried out a test of the ABW17 model for data from
New Zealand. Observations supporting a slip-rate effect on mag-
nitude scaling can be traced to Kanamori and Allen (1986) and
Scholz et al. (1986). Anderson et al. (1996) first quantified this
effect as a function of slip rate using the data that were available
to them at that time. ABW17, using a significantly expanded data
set and removing some equivocal data points, confirmed that for
strike-slip faults the geological slip rate of the fault can signifi-
cantly reduce uncertainty in the estimate of Mw compared to
length alone. The logarithmic dependence on slip rate that they
proposed is consistent with the logarithmic increase in static fric-
tion with time since the last rupture observed by Dieterich
(1972). Initial length–magnitude relations in ABW17 followed
earlier work by assuming a quasi-circular rupture growth mode
for moderate earthquakes that transitions to a second mode in
which ruptures grow in length alone, because the seismogenic
thickness is fixed and presumably fully participating. The second
growth mode leads to increasing model stress drop with length—
a prediction inconsistent with teleseismic observations and stud-
ies over large ranges of magnitudes (e.g., Allmann and Shearer,
2009; Baltay et al., 2010, 2011). Where magnitude dependence of
estimated stress drop is observed, studies suggest that it may be
due to imperfections in the sensitive adjustments for attenuation
(e.g., Anderson, 1986; Abercrombie, 1995; Ide et al., 2003). Thus
the two-mode models of ABW17 significantly improved magni-
tude predictions from rupture length. However, these models are
not entirely satisfactory, because of the inconsistent definition of
stress drop between the two growth modes and because of the
inconsistencies of their implied stress drop with instrumental
observations.

The idea of seeking a scaling relation with constant stress
drop is not new (e.g., Shaw, 2009). The fault rupture model by
Chinnery (1963, 1964) is an alternative length–magnitude rela-
tionship with internally consistent definitions and a constant

stress drop. Instead of an ad hoc transition between rupture
growth modes, the model provides a closed form relationship
among LE,WE , DE , and ΔτC for surface rupturing earthquakes
of any dimension. The model M3 of ABW17 incorporates the
fault rupture model of Chinnery. After adding a slip-rate
adjustment, model M3 in ABW17 predicts observed values
of Mw as well as the other models and resolved the stress-drop
contradiction posed by teleseismic observations.

This article evaluates whether the M3 constant stress-drop
model to estimate Mw from fault length and slip rate can be
improved to provide estimates of average slip by incorporating
an improved model for the fault width and stress drop. The
addition of a model for which the width is consistent with aver-
age slip DE and Mw increases the usefulness of this model for
generating synthetic seismograms and for estimates of fault
displacement hazard. We consider only earthquakes that have
predominantly a strike-slip focal mechanism. As seen by
ABW17, the available data for earthquakes with predominantly
reverse or normal mechanisms are not sufficiently numerous
or well distributed to support a similar analysis.

BACKGROUND
Seismic moment and moment magnitude
Seismic moment (M0) is defined as

EQ-TARGET;temp:intralink-;df1;320;432M0 � μLEWEDE; �1�

in which LE is the rupture length in the earthquake, WE is the
rupture width of the earthquake, DE is the average slip on the
fault during the earthquake, and μ is the shear modulus.
Moment magnitude can be viewed as a transformation of var-
iables from the seismic moment. The transformation equation
is implicit in Kanamori (1977) and recommended by the
International Association for Seismology and Physics of the
Earth’s Interior (International Association of Seismology
and Physics of the Earth’s Interior [IASPEI], 2005, 2013;
Bormann et al., 2012) for seismic network practice:

EQ-TARGET;temp:intralink-;df2;320;262Mw � 2
3
log

�
M0

M0�0�
�
: �2�

Here, M0�0� is the seismic moment of an earthquake with
moment magnitude of zero, 1016:1 dyn · cm, or 109:1 N · m.
This article uses units consistent with logM0�0� � 16:1 to be
consistent with seismic moments sourced from the Global
Centroid Moment Tensor (Global CMT) project.

ABW17 M3
ABW17 discussed three scaling relations to estimate Mw from
LE and geological fault slip rate SF . The third of these M3
was the first magnitude scaling relation to be based on the
analytical surface rupture model of Chinnery (1963, 1964).
The Chinnery formulation allows a single parametric form
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to represent ruptures of all aspect ratios, from equant to
extremely long, with a single stress drop (Fig. 1). Moment mag-
nitude expressed in this formulation is

EQ-TARGET;temp:intralink-;df3;41;443M0 �
2π
C�γ�ΔτCLEW

2
E; �3�

in which

EQ-TARGET;temp:intralink-;df4;308;744C�γ� � 2 cos γ� 3 tan γ −
cos γ sin γ�3� 4 sin γ�

�1� sin γ�2 ; �4�

and

EQ-TARGET;temp:intralink-;df5;308;692 tan γ � 2WE

LE
: �5�

The stress-drop parameter ΔτC identified by Chinnery
(1963, 1964) gives the stress drop at the top center of a rectan-
gular fault that ruptures the surface and has uniform slip over
its entire surface. The magnitude scaling in M3 is written
explicitly by substituting equation (3) into equation (2) and
adusting the magnitude for slip rate with the term c2 log

SF
S0
,

in which S0 is a reference slip rate and c2 controls the slope:

EQ-TARGET;temp:intralink-;df6;308;549Mw � 2
3
logΔτC � 2

3
log

�
LEW2

E

C�γ�

�
−
2
3
log

M0�0�
2π

� c2 log�SF=S0�: �6�

Table 1 summarizes the parameters suggested by ABW17
for model M3.

Substituting the definition of M0 from equation (1) into
equation (3) we obtain

EQ-TARGET;temp:intralink-;df7;308;419ΔτC � C�γ�
2π

μ
DE

WE
; �7�

TABLE 1
Parameters for Models M3 and M4 for Strike-Slip Earthquakes

Property Model M3 Model M4

WE (km) 15 for (LE > 57 km), LE=3:8 for (LE ≤ 57 km) 11:8� 9:18 log� LE
100�

ΔτC 24.9 ± 1.1 bars, 2.49 ± 0.11 MPa 28 bars, 2.8 MPa
c2 −0.170 ± 0.029 −0.20 ± 0.01
S0 4.8 mm/yr 6.3 mm/yr
σL 0.236 0.227
σS 0.214 0.185

Common features of both the models:

EQ-TARGET;temp:intralink-;;41;214 M0 � 2π
C�γ�ΔτCLEW

2
E ;

EQ-TARGET;temp:intralink-;;41;170 C�γ� � 2 cos γ� 3 tan γ −
cos γ sin γ�3� 4 sin γ�

�1� sin γ�2 ;

tan γ � 2WE
LE

;

EQ-TARGET;temp:intralink-;;41;117 Mw � 2
3
log

�
M0

M0�0�

�
� c2 log

�
SF
S0

�
:

σL: Standard deviation of δL;i , the difference between the observed magnitude and the model estimated magnitude using SF � S0.
σS : Standard deviation of δS;i , the difference between the observed magnitude and the model estimated magnitude using the observed values of SF for each fault.
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Figure 1. Rupture model geometry (inset) and geometric factor C�γ� (equa-
tion 4) used in this article. Triangles show selected aspect ratios LE=WE .
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as the stress drop for a surface rupturing earthquake for the
Chinnery model. For a long fault γ → 0 and C�γ� → 2, so for
a long strike-slip fault, ΔτC ≈ 1

π μ
DE
WE

. Stress drop in the bet-
ter-known model of Kanamori and Anderson (1975) for a long
strike-slip fault is given by ΔτKA ≈ 2

π μ
DE
WE

, which is a factor of
two larger. For small earthquakes, one might expect WE ∝ LE,
in which case C�γ� is constant. The geometric factor C�γ�

modulates a transition in the slope of the scaling from
∼2 log LE for the range of magnitudes in which LE is similar
to WE to earthquakes with high aspect ratio ruptures scaling
as ∼ 2

3 log LE in which rupture increases in length with no
change in width.

Benchmarks for the quality of data fit in this study are the
standard deviations of the magnitude residuals in model M3, as
given in Table 1.

DATA
We use geological observations of rupture length, average
slip, and fault slip rate as estimates of LE, DE, and SF , respec-
tively. Seismic moment is obtained from seismic observations
when available. Our data set includes 55 large (Mw > 5:79)
global strike-slip earthquakes occurring between 1848 and
2010. The data are summarized in Tables 2 and 3. The supple-
mental material gives details. Figure 2 shows epicenters of the
considered earthquakes. The selected events occur in western
United States, Guatamala, countries in the Middle East,
China, Mongolia, Russia, Japan, and New Zealand. Further
details about data selection are reviewed in the following
sections.

TABLE 2
Earthquakes from 1966 to 2010 Used in This Study

Number References* Earthquake Name Date (yyyy/mm/dd) Mw LE (km) DE (m) SF (mm/yr) WE (km)

1 3 Darfield 2010/09/04 7.12 30 2.55 0.25 13.5
2 4 Yushu 2010/04/14 6.84 52 1.0 12 11
3 5 El Mayor–Cucapah 2010/04/04 7.26 117 2.15 2.5 15.5
4 8 Chuya 2003/09/27 7.25 70 2 0.5 15
5 9 Denali 2002/11/03 7.85 340 3.6 12.4 15
6 10 Kunlun 2001/11/14 7.73 450 3.3 10 15
7 11 Duzce 1999/11/12 7.09 40 2.1 15 15.1
8 12 Hector Mine 1999/10/16 7.13 48 4 0.6 11
9 14 Izmit 1999/08/17 7.49 145 1.1 12 15
10 15 Fandoqa 1998/03/14 6.57 22 1.1 2 17
11 16 Manyi 1997/11/08 7.50 170 2.3 3 20
12 17 Sakhalen Island (Neftegorsk) 1995/05/27 7.02 40 3.9 4 17
13 19 Landers 1992/06/28 7.19 77 2.3 0.4 16.5
14 22 Rudbar 1990/06/20 7.36 80 2.48 1 15
15 24 Superstition Hills 1987/11/24 6.62 25 0.54 3 11
16 28 Morgan Hill 1984/04/24 6.15 20 1 5.2 11
17 31 Sirch 1981/07/28 7.15 65 0.13 4.3 17
18 34 Daofu 1981/01/24 6.74 44 0.4 12 14
19 36 Imperial Valley 1979/10/15 6.40 36 0.41 17 12
20 37 Coyote Lake 1979/08/06 5.79 14 0.17 11.9 9
21 40 Bob-Tangol 1977/12/19 5.81 19.5 0.15 4 14
22 41 Montagua 1976/02/04 7.54 230 1.08 12 15
23 42 Luhuo 1973/02/06 7.45 90 2.5 14 15
24 44 Tonghai 1970/01/04 7.23 50 1.7 2 12
25 45 Dasht-e-Bayaz 1968/08/31 7.11 80 1.79 5 13.5
26 46 Borrego Mtn. 1968/04/09 6.63 33 0.13 6.7 10
27 47 Mudurnu Valley 1967/07/22 7.29 80 0.9 18 16
28 48 Parkfield 1966/06/28 6.18 28 0.43 30 13

Mw, LE , DE , SF , WF : These are the preferred values from the supplemental table. See the supplemental table for uncertainty ranges and references.
*Event number in the supplemental table and Figure 2, mainly following the numbering in ABW17.
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Figure 2. Locations of the strike-slip earthquakes used in this study.
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Criteria for data selection
Ideally, earthquakes are considered for this study if reliable,
independent measurements are available for the rupture
length, average slip, seismic moment, and fault-slip rate. We
initially also sought reliable estimates of the depth of faulting,
but in the end the depth of faulting was relegated to a
confirmatory position.

Methods to determine seismic moment
For this project, seismic moments are preferred where deter-
mined by geophysical means, that is, from interpretation of
seismograms or from geodetic deformation. Since 1977, the
Global CMT project has used a relatively consistent method-
ology to estimate the seismic moments for every earthquake
considered in this study. However, other studies sometimes
have the advantage of using local data and models. The range
of estimates using alternative data or methods contribute
estimates of the uncertainty.

For older earthquakes, such as the 1857 Fort Tejon,
California, earthquake, M0 and thus Mw are by necessity esti-
mated from LE and DE for an assumed value of WE. It may
seem circular to use these events to find an optimized model
for Mw, WE, and ΔτC . However, Mw is not sensitive to a fairly
large change in estimates of WE . A doubling of WE increases

Mw by only 0.2 magnitude units, and the full range of WE is
smaller than that. This uncertainty in Mw is incorporated in
the analysis. Because secondary faulting contributes to seismo-
logical estimates of moment, this may introduce a bias to
underestimate the magnitudes of these early events compared
to recent events. Importantly, the events in this category have
well-constrained slip rates that are important to constrain the
slip rate dependence in the model.

Methods to determine fault length
Two alternative definitions of rupture length were considered.
The first is to define LE as the length of the primary surface
ruptured zone, measured from end to end. For large earth-
quakes, rupture can be curved on a small circle as for the 2002
Denali, Alaska, earthquake (number 5 in Table 2). The alter-
native is to include the lengths of secondary ruptures and
branch splays in the total rupture length. The difference can be
large. A recent example is the 2010 Darfield, New Zealand,
earthquake (number 1 in Table 2) in which the surface rupture
was about 30 km long (Barrell et al., 2011; Elliott et al, 2012),
but aftershocks and Interferometric Synthetic Aperture Radar
(InSAR) observations revealed significant slip on additional
faults oriented at high angles to this rupture totaling about
16 km in total length (Elliott et al., 2012), as well as subsurface

TABLE 3
Earthquakes from 1800 to 1963 Used in This Study

Number References Earthquake Name Date (yyyy/mm/dd) Mw LE (km) DE (m) SF (mm/yr) WE (km)

29 49 Alake Lake 1963/04/19 6.97 40 1.9 12 16
30 52 Gobi Altai 1957/12/04 8.10 260 4.0 1.0 17
31 53 San Miguel 1956/02/14 6.60 20 0.4 0.3 15
32 56 Gonen–Yenice 1953/03/18 7.27 60 2.9 6.8 13
33 58 Gerede–Bolu 1944/02/01 7.35 155 2.1 18 13
34 59 Tosya 1943/11/26 7.57 275 2.5 19 13
35 60 Tottori 1943/09/10 6.92 33 0.6 0.3 16
36 61 Niksar–Erbaa 1942/12/20 6.84 50 1.66 19 13
37 62 Imperial Valley 1949/05/19 7.10 60 3.87 17 8.5
38 63 Erzincan 1939/12/25 7.81 330 4.2 19 13
39 64 Tosuo Lake–Huashixia 1937/01/07 7.65 150 4.1 11 15
40 65 Parkfield 1934/06/08 6.17 25 0.8 30 14
41 66 Long Beach 1933/03/10 6.40 22 1.0 1.1 17.5
42 67 Changma 1932/12/25 7.56 149 2.3 5.0 16
43 68 Fuyun 1931/08/10 7.89 160 6.3 0.3 20
44 69 North Izu 1930/11/25 6.89 28 1.1 2.4 12
45 71 Tango 1927/03/07 7.04 35 1.0 0.3 14
46 72 Luoho-Qiajiao (Daofu) 1923/03/24 7.32 80 2.5 10 24
47 73 Haiyuan 1920/12/16 7.99 237 10 4.5 17
48 76 San Francisco 1906/04/18 7.92 497 1.5 21 14
49 77 Bulnay 1905/07/23 8.35 375 8.9 3 18
50 78 Laguna Salada 1892/02/23 7.20 42 5.3 2.5 12
51 80 Nobi/Mino–Owari 1891/10/28 7.44 80 3.1 1.6 15
52 87 Canterbury 1888/09/01 7.12 65 2 14 12
53 83 Hayward 1868/10/21 6.92 61 1.9 8 15
54 84 Fort Tejon 1857/01/09 7.83 339 4.7 25 15
55 85 Marlborough 1848/10/16 7.52 134 5.3 5.6 13.5
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slip extending the length of the main rupture. An older exam-
ple is the 1905 Bulnay, Mongolia, earthquake (number 49 in
Table 3), in which the main rupture was about 388 km in
length, but rupture occurred also on secondary faults of 80
and 35 km length (Choi et al., 2018).

This study adopts the first definition, taking the rupture
length as the end-to-end length of the affected area. This is
adopted with consideration of the potential uses of this model,
in which the length of the main trace of a fault is what the
geologist can measure. It is the controlling scale for displace-
ment to develop. It is difficult for a user to guess which sec-
ondary faults, if any, might rupture in an earthquake. In the
example of the Darfield earthquake, it is complicated and/or
nearly impossible to recognize and measure all the secondary
faults from geological observations. Similarly, Choi et al.
(2018) mention for the 1905 Bulnay, Mongolia, rupture that
they recognized additional shorter branches but did not quantify
them. Given the complexity of faulting, it can be ambiguous to
determine whether a feature should be included or not. Finally,
adding the secondary features may not make very much differ-
ence in the end. Again, using the Bulnay event as an example,
the moment of the major secondary branches is in the
range �6 − 8� · 1027 dyn · cm, whereas the moment of the main
contribution is at least �30 − 67� · 1027 dyn · cm (Schlupp and
Cisternas, 2007). Adding the secondary rupture to the larger
estimate of the contribution from the main fault changes the
moment magnitude by only 0.07. In ABW17, the standard
deviation of magnitude estimates is over 0.2 magnitude units
(Table 1). In a site-specific study of fault hazard, proximity
to a secondary rupture may be important, but for this study their
omission has at the most very modest impacts on results.

The rupture length can be measured by geological mapping
or by geophysical techniques, which might be based on
either InSAR or the extent of early aftershocks. Wells and
Coppersmith (1994) have compared and contrasted these
two measurements. They conclude that geological measure-
ment of surface rupture length is, on average, about 0.75
of the subsurface length measured by the length of the
aftershock zone, although the ratio increases toward one for
longer ruptures. Where available, we prefer and use geological
measurements of rupture length. For older earthquakes such
measurements are more available and more reliable than after-
shock locations. In addition, the intended application of the
model is to estimate magnitudes from observed surface rup-
tures of past earthquakes or from mapped fault lengths, so
using geological observations here is more consistent.

Methods to determine slip rate
Slip rates were obtained primarily from geologic slip-rate stud-
ies on the fault experiencing rupture. Where estimates cover
different geologic time periods, emphasis is given to the
Holocene rates. The supplemental data table and reference list
give citations for individual estimates.

Methods to determine fault width
Unlike the fault length, the fault width can only be determined
through the use of geophysical techniques. Unfortunately,
depth of aftershocks provides reliable estimates of rupture
width only for recent earthquakes (Wells and Coppersmith,
1994). For some earthquakes, the maximum depth of micro-
earthquakes in the vicinity of the mainshock or proximal geo-
detic information is available, but the majority lack any such
modern geophysical evidence. In addition, even the modern
smaller events in this study may have the most slip in a patch
that is much smaller than the depth of aftershocks. In this case,
we consider the depth of aftershocks an upper bound on WE .
Width estimates from geophysical measurements are thus used
here only to compare with the developed width model.

Methods to determine average slip
In general, geological materials along the surface rupture are
highly variable and highly nonlinear, so surface slip gives
an imperfect representation of the deeper slip on the fault.
Tables 2 and 3 use the average slip based on geological obser-
vations. With this approach, the preferred values of DE may be
smaller than the slip at depth, especially for the shorter rup-
tures. Uncertainties, which are tabulated in the supplemental
material, have been fully considered in the modeling.

PROPERTIES OF THE DATA
The rupture lengths and fault-slip rates of the selected events
(Fig. 2), as summarized in Tables 2 and 3, are plotted in
Figure 3. Both rupture length LE and slip rate SF of these events
are relatively uniformly distributed, between 20 and 500 km for
rupture length and 0.3 and 30 mm/yr for slip rate, and do not
seem to show a dependence on one another. This low corre-
lation is suited to our present objective of a relationship for
estimating magnitude, like ABW17, from log LE and log SF .

MAXIMUM-LIKELIHOOD APPROACH AND
RESULTS
We develop a method to use the better resolved parameters
Mw, LE, and DE to investigate less well-resolved parameters
ΔτC andWE . The structure of equations (1)–(6) suggests using
a maximum-likelihood approach. A grid of plausible values of
τC and WE can be considered. For each pair of values, incor-
porating uncertainties in LE, the probability distributions of
M0 and DE for each earthquake can be found. Then, consid-
ering uncertainties in the data, the likelihood of this pair of
ΔτC and WE can be found for each earthquake. Higher like-
lihoods correspond to choices of ΔτC and WE that are most
consistent with resolved parameters for a given earthquake.
Log likelihoods summed over all earthquakes provide a global
picture of the viability of different combinations of ΔτC
and WE.

To correctly calculate the likelihoods, we first describe how
uncertainties inMw and DE are represented. We illustrate how

6 • Bulletin of the Seismological Society of America www.bssaonline.org Volume XX Number XX – 2021

Downloaded from http://pubs.geoscienceworld.org/ssa/bssa/article-pdf/doi/10.1785/0120210113/5397873/bssa-2021113.1.pdf
by University of Nevada Reno user
on 14 September 2021



we represent uncertainty in moment magnitude and total slip
using the 2010 Darfield, New Zealand, earthquake (Table 2,
event 1). Considering fault slip DE first, the best estimate is
2.55 m, and the uncertainty range is 1.9–5.8 m (Table S1, avail-
able in the supplemental material to this article). A probability
distribution for DE , pd;i�DE�, illustrated in the lower frame of
Figure 4, is constructed by assuming that the best estimate is
median of the distribution. The index i indicates that the func-
tion is defined for the ith earthquake. The 50% probability of
larger slip is distributed uniformly between the median and
the maximum value. Similarly, the 50% probability of smaller
slip is distributed uniformly between the median and the mini-
mum value. The uncertainties in the observedMw, in the upper
frame of Figure 4, are applied in the same way around a
preferred magnitude Mw 7.1. In developing pm;i�Mw�, an addi-
tional uncertainty is applied modeled by a normal distribution
function with uncertainty of 0.2 magnitude units on top of the
range given in Table S1. Because the distributions of pm;i�Mw�
and pd;i�DE� do not follow an analytical form, their plots are
drawn from the envelope of 10,000 Monte Carlo trials follow-
ing the rules just described. The distribution of these data
constants pm;i�Mw� and pd;i�DE� are plotted on a logarithmic
scale (dotted lines, Fig. 4).

For earthquake i, the probability distribution of the model
estimate of the magnitude φm;i�MwjΔτC;WE� and the slip
ϕd;i�DEjΔτC ;WE� starts with equation (3). In addition to ΔτC
andWE, equation (3) needs a rupture length to find the model
seismic moment. The observed length is treated as uncertain
and described by a probability distribution. This distribution is
defined with 50% probability of values distributed uniformly
between the best estimate and the minimum estimate, and
50% probabiltiy of values distributed uniformly between the

best estimate and the maximum estimate. For a pair of values
of ΔτC and WE, in 10,000 Monte Carlo trials, a length drawn
from the length distribution and the consequent seismic
moment is calculated using equation (3), followed by a slip
calculated using equation (1). The distributions of magnitude
and slip are determined by these Monte Carlo trials. The model
distributions ϕm;i and ϕd;i for the Darfield earthquake are
shown as dashed lines in Figure 4.

The likelihood density function for magnitude measures the
probability of a value of Mw having come from the assumed
values for τC and WE:

EQ-TARGET;temp:intralink-;df8;308;263lm;i�MwjΔτC ;WE� � pm;i�Mw�ϕm;i�MwjΔτC ;WE�: �8�

The corresponding likelihood density function of rupture
displacement DE is given by:

EQ-TARGET;temp:intralink-;df9;308;185ld;i�DEjΔτC ;WE� � pd;i�DE�ϕd;i�DEjΔτC;WE�: �9�

In Figure 4, these density functions have been normalized to
unit area to enhance visibility, but in reality their areas are
much smaller. Their areas Lm;i�ΔτC;WE� and Ld;i�ΔτC;WE�
are the likelihoods that the selected values of ΔτC and WE fit
the magnitude and slip of earthquake i, including uncertainties.
The equations are
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Figure 3. Slip rate and rupture length of strike-slip earthquakes considered in
this study.
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Figure 4. Comparison of likelihood magnitude and displacement density dis-
tributions to observed values for the Darfield earthquake assuming trial
stress drop ΔτC � 28 bars (2.8 MPa), trial width WE � 5 km, and length
uncertainty σ3L. (a) Magnitude-likelihood density distribution lm;1 under-
predicts the observed magnitude estimate (dotted line). (b) Likelihood ld;1
for the assumed stress drop, and width overpredicts the observed dis-
placement.
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EQ-TARGET;temp:intralink-;df10;53;457Lm;i�ΔτC ;WE� �
Z

lm;i�MwjΔτC;WE�dMw; �10�

and

EQ-TARGET;temp:intralink-;df11;53;407Ld;i�ΔτC;WE� �
Z

ld;i�DEjΔτC;WE�dDE: �11�

The logarithms of these likelihoods are given in the respective
frames of Figure 4. Giving magnitude and slip estimates equal
weight, the total likelihood of earthquake i being modeled by
equation (3) with selected values of ΔτC and WE is given by

EQ-TARGET;temp:intralink-;df12;53;314 log�Li�ΔτC;WE�� � log�Lm;i�ΔτC ;WE�� � log�Ld;i�ΔτC ;WE��:
�12�

Figures 4–6 illustrate the variation in likelihoods for three
values of WE and a constant ΔτC � 28 bars (2.8 MPa). For a
trial value WE � 5 km (Fig. 4), the model predicted and
observed magnitudes are not aligned, so the likelihood of that
this choice of WE led to the observed magnitude is less than
10−2. In contrast, when WE is increased to 15 km (Fig. 5), the
predicted and observed magnitudes are substantially aligned,
and the likelihood is increased. Increasing WE from from
15 to 25 km (Fig. 6) has less effect on the predicted magnitude,
because the magnitude increases as the log of the width. As a
result, the likelihood of the 25 km model is only slightly
increased. When the same range of trial values ofWE is appled
to predict DE, the prediction is quite wide, so the likelihood
fitting DE is somewhat less selective, but still shows a prefer-
ence for the 15 or 25 km widths.

We explore for systematic relations among earthquake
parameters by evaluating the likelihoods of events of similar
rupture length. We divide earthquakes into eight groups of
increasing length. Figure 7 shows the number of earthquakes
in each group. For group g, a combined likelihood for a given
value of ΔτC and WE is calculated as

EQ-TARGET;temp:intralink-;df13;320;379 log Lg�ΔτC;WE� �
X
i∈g

log Li�ΔτC ;WE�: �13�

The likelihoods in equation (13) can be contoured, and, in
principle, the combination of ΔτC and WE with the highest
value is the best model for this group.

The contours for earthquakes in two sample distance
groups are shown in Figures 8 and 9. Two features are evident.
The first is that stress drop and rupture width are strongly cor-
related, such that a larger width and low-stress drop can have
nearly the same likelihood as a small width and larger stress
drop. The trade-off is not linear but rather suggests a hyper-
bolic trade-off. The second point is that the trade-off is quite
different for the two selected ranges of rupture length.

Given the seismological observation that stress drop is rel-
atively independent of magnitude, profiles for constant ΔτC
across Figures 8 and 9, and the other rupture length ranges
were constructed. The profiles corresponding to Figures 8
and 9 at ΔτC � 28 bars (2.8 MPa) are shown in Figures 10
and 11, respectively. Likelihoods were extrapolated between
calculated points near their peaks using a cubic spline
(MATLAB function “interp1” with the “cubic” interpolation
method), and the maximum of the group likelihood was used
as the value ofWE for the group. Uncertainties were estimated
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Figure 6. Further increase of the width estimate to WE � 25 km with
ΔτC � 28 bars (2.8 MPa) only slightly improves likelihood density fits
to observed (a) magnitude and (b) displacement.
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Figure 5. Compared to Figure 4, trial stress drop ΔτC � 28 bars (2.8 MPa)
and trial width WE � 15 km produce better fits of the likelihood of
(a) displacement and (b) magnitude for the Darfield earthquake case.
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by, rather arbitrarily, finding the range of WE at 75% of the
peak value.

When the peaks and uncertainties from the profiles’ likeli-
hood in Figures 10 and 11 are plotted on a semilog axis versus
length group in Figure 12, a clear trend of increasing “best”WE

is observed. The maximum-likelihood value of WE as a func-
tion of LE is fit in Figure 12 by

EQ-TARGET;temp:intralink-;df14;41;379WE � 11:9� 8:69 log
�
LE
100

�
; �14�

with units of LE andWE in kilometers. The standard deviation
of the misfit of equation (12) is σW � 0:529 km. The mini-
mum value of σW over the set of all trial values of ΔτC appears
to be between 28 bars (used in Fig. 12) and 30 bars
(2.8–3.0 MPa). Not shown, linear and power-law equations,
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Figure 8. Contours of model likelihoods for events with rupture lengths from 50
to 79 km. Without loss of generality, for clarity of the presentation, a constant
value is added to all values of log L to cause the maximum value on the plot to
equal 10.0. Contours separated by shaded regions are separated by differences
of 1.0 in log L. For log L > 9, the contours are separated by differences of 0.1
in log L. Values of log L < 0 are shaded the same as log L � 0. The color
version of this figure is available only in the electronic edition.
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Figure 9. Equivalent of Figure 8, for events with rupture length between 315
and 500 km. The color version of this figure is available only in the electronic
edition.
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Figure 10. Likelihood ofWE conditioned on ΔτC � 28 bars for earthquakes
with LE between 50 and 79 km. The horizontal line indicates the range used
as the uncertainty of WE, estimated by the rupture width range at 75% of
the maximum likelihood. The color version of this figure is available only in
the electronic edition.

Volume XX Number XX – 2021 www.bssaonline.org Bulletin of the Seismological Society of America • 9

Downloaded from http://pubs.geoscienceworld.org/ssa/bssa/article-pdf/doi/10.1785/0120210113/5397873/bssa-2021113.1.pdf
by University of Nevada Reno user
on 14 September 2021



WE � a� bLE and logWE � a� b log� LE100�, respectively,
were also tested. For all ΔτC , the standard deviation of the lin-
ear model is larger. The standard deviation of the power law is
also considerably larger for all values of τC under 40 bars
(4 MPa). When it is smaller, the fault width is smaller than
the widths shown in Figure 12, and the slip is generally higher
than the observations. To be specific, for a trial value of
ΔτC � 40 bars (4 MPa), the width for the longest earthquakes
is only 14 km, which seems unreasonable considering the esti-
mates in Tables 2 and 3.

EVALUATION
The functional relation betweenWE and LE in equation (14) is
compared to geologic observation in Figure 13. The widths for
large rupture lengths (≥100 km) and ΔτC � 28 bars (2.8 MPa)
are roughly consistent, on average, with reported WE values.
This provides some confirmation that a scaling model imple-
menting a constant stress drop can yield reasonable widths and
magnitudes, as predicted by teleseismic stress-drop observa-
tions. Increasing stress drop with rupture length (Hanks and
Bakun, 2014) would not yield this consistency. Equation (14)
underestimates reported widths for short ruptures. We next
substitute equation (14) into the Chinnery model magnitude
and stress-drop equations (equations 3–6) to compare (Fig. 14)
the mean slip predictions with the preferred geologic surface
slip from Tables 2 and 3. As for rupture width estimates, the
predicted displacements are generally consistent with observa-
tions for large events, but the agreement is poor for short
rupture lengths. Causes for the poor agreement of geologic

displacement and width with predictions will be discussed
subsequently.

Substituting equation (14) in the Chinnery magnitude rela-
tion (equation 3) yields what we call model 4 (M4). We use
M4 to estimate magnitudes as a function of rupture length
(Fig. 15). In this case, the agreement of model and data appears
to be satisfactory. Magnitude residuals versus rupture length in
Figure 15 show no trend in misfit (Fig. 16). In contrast, mag-
nitude residuals as a function of slip rate (Figure 17) do show a
trend toward lower magnitude with higher slip rate. The
least-squares fit to the residuals in Figure 17 finds that
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Figure 11. Likelihood ofWE conditioned on ΔτC � 28 bars for earthquakes
with LE between 315 and 500 km. The horizontal line indicates the range
used as the uncertainty ofWE, estimated by the rupture width range at 75%
of the maximum likelihood. The color version of this figure is available only
in the electronic edition.
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model in equation (14).
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EQ-TARGET;temp:intralink-;df15;41;493δMw � −0:20 log
�
SF
S0

�
; �15�

in which reference rate S0 � 6:3 mm=yr. As in the previous
analysis of ABW17, for strike-slip faults a higher slip rate is
significantly correlated with a more negative magnitude
residual. The best fit to the points in Figure 17 has the slope
0.215 ± 0.042. However, the mean slope of 105 calculations
using randomized slip rates within their uncertainty range is
0.203 ± 0.011. These uncertainty values are found using only
the best estimates of magnitude and rupture length. Because
the two estimates of the slope are consistent within uncertain-
ties, we round the slope to two significant figures in equa-
tion (15). The slope of the linear regression in Figure 17 is
slightly greater than the slope found in ABW17 (Table 1)
but the same as the preferred value found by Anderson et al.

(1996). Table 1 also shows the residuals of this new model and
the corresponding residuals from M3 of ABW17. The uncer-
tainty in predicting the magnitude from length alone is slightly
decreased in model M4 compared to M3 (σL, Table 1) and
decreased more significantly (from σS � 0:214 for M3 to σS �
0:185 for M4; Table 1) when predicting the magnitude using
both length and slip rate.

Magnitude residuals adjusted for the fault-slip rate show a
slight correlation with crustal thickness based on the global
model Crust 1.0 (Laske et al., 2013; Fig. 18). The reason for
this test is that we expect the crustal thickness to be inversely
correlated with heat flow, and the thickness of the brittle layer
to also be correlated to heat flow. There is a weak correlation
and a small reduction in the standard deviation, but the slope is
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Figure 14. The best estimates of surface slip from rupture length, based on
model M4, compared with observed values as given in Tables 2 and 3.
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not significantly different from zero (<95% confidence), and
this reduction in sigma is not statistically significant.

DISCUSSION AND CONCLUSIONS
The primary advantage of model M4 with width proportional to
the log of length compared with model M3 is that M4 provides a
self-consistent model for the rupture length and slip. This is
achieved by the approximation of stress drop ΔτC as a constant
to find an empirical relationship between LE andWE. However,
because constant stress drop is reasonably well supported by the
teleseismic observations (e.g., Allmann and Shearer, 2009), the
assumption of a constant stress drop in model M4 can be viewed
as a first-order measure to incorporate that observation.
Seismologically, we recognize that earthquakes do not all have
the same stress drop but use a single value of stress drop as an
empirical mean to represent the actual distribution. In some
confirmation of this assumption, we note that model M4 also
fits our rupture parameter data better than model M3.

For seismic hazard analysis there are some advantages to a
scaling model with internally consistent magnitude, rupture
length, and slip. Consider a comprehensive seismic hazard
analysis that develops of a set of earthquake rupture forecasts
and then generates synthetic seismograms from each to build a
set of ground-motion scenarios and corresponding seismic
hazard curves (e.g., Graves et al., 2011). An objective earth-
quake rupture forecast that allows for partial ruptures of the
fault (e.g., Andrews and Schwerer, 2000; Field and Page,
2011; Field et al., 2014) requires scaling relations to associate
a magnitude and slip with each rupture. Then, the slip of each
event is used to solve for occurrence rates, constrained by the
observed fault-slip rate. It is helpful if the scaling used for this
step is consistent with scaling of dynamic rupture properties
used to generate the synthetic seismograms (e.g., Somerville

et al., 1999). For instance, Graves et al. (2011) had to make
adjustments for scaling models that lacked this consistency.
An internally consistent model such as model M4 might alle-
viate that need, although further investigation is needed to con-
firm that suggestion. Further investigation might also explore
the extent to which uncertainties in stress drop improve mod-
eling efforts through the correlations they imply for uncertain-
ties in magnitude and slip.

An alternative approach to selecting model parameters,
which would likely do about as well as our decision to use
a constant ΔτC , is to select a constant value of WE and then
find optimum values of ΔτC to model the data. This approach
would find that the stress drop is an increasing function of the
rupture length. Although fixing WE would be mathematically
feasible, the strength of the observations of roughly constant
stress drop (e.g., Allmann and Shearer, 2009) persuaded us that
it would not be worthwhile in practice.

Based on Figure 13, our model also does not fit the geo-
physically inferred values of WE particularly well. However,
we suggest that the small rupture widths at small magnitudes
predicted by equation (14) are not unreasonable. Inversions for
slip distributions of small events have found that the majority
of slip on the faults takes place over a smaller depth range than
the width of the seismogenic zone. For example, for theMw 6.8
Yushu earthquake (LE 50 km) Yang et al. (2015) found after-
shocks to 13 km depth, but the largest slip patch found by
waveform inversion extends from the surface only to 7 km
depth and is thus quite consistent with equation (14). Similarly,
overprediction by model M4 of rupture displacement for rup-
tures shorter than 50 km (Fig. 13) could be explained as an
artifact of incomplete rupture to the surface. For both displace-
ment and rupture width, we view model M4 as providing a new
line of inquiry for understanding what actually slips during
surface rupturing earthquakes and by how much.

The dependence ofWE on LE (which is a new component to
this M4 model) is not a complete surprise. In the limit of small
magnitudes that are confined within the seismogenic crust, cir-
cular models are a standard approximation, so the “squaring”
of the circle in the Chinnery rupture model leads to identical
values. For the longest ruptures, some studies have recognized
that WE may increase with LE (e.g., Rolandone et al., 2004;
Hillers and Wesnousky, 2008; Shaw and Wesnousky, 2008)
and may penetrate below the seismogenic zone (King and
Wesnousky, 2007; Jiang and Lapusta, 2016). Figures 1 and 2
of Leonard (2010) suggest a power-law relationship, but a
power law is not as good a fit to our data as the log–linear
relationship in equation (12). An interesting question is
whether there is any theoretical basis for the relationship found
in equation (14) and Figure 12. The fact that it is such a good fit
is a surprise and suggests that there may be some physical basis
for this result.

There are some obvious extensions to this model. The first is
to extend the database with more recent earthquakes, and the
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addition of older earthquakes as reliable fault-slip rates become
developed. After that, this provides a framework to test other
geophysical observables that should be expected to affect the
width of the seismogenic zone. Heat flow is an obvious example.
Our attempt to use crustal thickness as a proxy for heat flow did
not show significant results, but direct heat flow observations
may be more successful. For other ideas, one could also look
for effects of lithology or total fault offset over geological time.
In general, we anticipate that incorporating a strong theoretical
basis and then seeking additional observables is the most prom-
ising way in the future to improve the predictability of magni-
tude from geological observations of fault length.

DATA AND RESOURCES
In addition to numerous detailed studies reported in the supplemental
material, the following databases were consulted extensively in
development of earthquake parameters in Tables 2 and 3. Seismic
moments: Global CMT Project (https://www.globalcmt.org, last
accessed December 2019). Earthquake locations: U. S. Geological
Survey COMCAT (https://earthquake.usgs.gov/earthquakes/search/,
last accessed December 2019), and International Seismological Center
Bulletin (http://www.isc.ac.uk/iscbulletin/search/catalogue/, last
accessed December 2019). Fault parameters: U.S. Geological Survey
Fault and Fold Database: https://www.usgs.gov/natural-hazards/
earthquake-hazards/faults?qt-science_support_page_related_con=4#qt
-science_support_page_related_con (last accessed August 2021). The
database has been revised and moved since it was last accessed for this
study on December 2019. The IASPEI “Summary of magnitude working
group recommendations on standard procedures for determining earth-
quake magnitudes from digital data” was accessed at: ftp://ftp.iaspei.org/
pub/commissions/CSOI/Summary_WG_recommendations_20130327
.pdf (last accessed December 2019). Crustal thickness reported by Laske
et al. (2013): https://igppweb.ucsd.edu/~gabi/crust1.html#reference (last
accessed February 2020).
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